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Preface

The purpose of this study was to develop a decision

;? support methodology for space technology advocacy. Previous

;g investigations and ouwr own research indicated that tradi-

hi tional quantitative decision models inadequately modeled the .

{ space R%D portfolio selection process. :ﬁ;f

ﬁ% This report is limited in scope to an analysis of the ?%f;

hs R%D environment and a description of the proposed decision :;f
support methodology. The results of testing the validity and }E{i
suitability of the methodology are also included in the Ei;f
report. The methodology could be easily transformed into a =]

decision support system. e
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Abstract

A decision support methodology for space technology
advocacy was developed in lieu of more traditional quantita-
tive decision models for R4D portfolio selection. An exten-
sive review of the literature revealed that decision models
inadequately address the risk and uncertainty inherent in
R&D. The approach taken was to develop a decision support
methodology that would assist the Air Force space technology
advocate to determine the strategic and technical utility of
space technology issues. To do this the R&D environment was
analyzed and hierarchically modeled. From this model crite-
ria were developed that could be used in a worth assessment
of space technology issues. Using these criteria the deci-
sion maker can focus on the strategic appreciation of the
technology issues and their relative worth to military space
strategy and doctrine and military space technalogy.

A description was presented of the information require-
ments and the analytical tool (the analytic hierarchy pro-
cess) which could be used by the decision maker, with the
appropriate user interface, to apply the criteria in a worth
assessment of space technology issues. This worth assess-
ment, in conjunction with an appreciation for the external
factors in the decision situation, allows the decision maker

to develop a space technology advocacy plan that is based on




T

CA RN A

T T L e e Jaan —y Tpe— ey ———

doctrine and on an appreciation for the strategic nature of
the problem. The results of testing the validity, adequacy,
and suitability of the proposed methodology are presented.
Eight space technology experts applied the criteria to sets
of space technology issues within the context of the ana-
lytic hierarchy process. The results indicate that the
proposed methodology provides a firm foundation for develop-

ment of a microcomputer-based decision support system.
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A DECISION SUPPORT METHODOLOGY S
FOR SPACE TECHNOLOGY ADVOCACY G

I. Introduction

Technology itself does not automatically con-
fer military advantages, and a blind faith in
technology uncoupled with strategic analysis and
deliberate participation in the Technological War .
can lead to disaster. It requires a deliberate Co ]
strategy [187:53. A

——d
‘ Backqround .~ o
Space Technolagy demands a strategy for advaocacy. This
) strategy would be a mechanism for integrating goals, tasks, e
# and priorities for military space R&D programs. We propose
a decision support methodology for space technology advocacy
that is based on doctrine and technological potentials. —;;;
‘i This, we hypothesize, will be more efficient and effective L““’J
? than current quantitative R&D decision models. This section
3 develops our efforts to model the space technology decision
situation.
ﬁ: We began this research effort on the request of the Air
Force Space Technology Center (STC). STC had developed a
F! space technolaogy database and plan called the Military Space f_‘q

- Systems Technology Plan (MSSTP). A resource allocation :HL?

model called the Technology Resource Utility Management
Process (TRUMP) was a set of decision rules that used the
database to develop resource constrained technology plans.
Initially, aur- efforts were directed toward improving and

expanding the capabilities of TRUMP.

1-1
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We completed an extensive survey of the management
science literature 1looking for R&D resource allocation
models that might have application to our problem. We
learned that there are hundreds of R&%D decision models and
that most of these models inadequately address important R&D
issues. It became evident that R&D resource allocation
problems were too complex to adequately model with a quanti-
tative decision model. This led us to explore decision

support as an alternative approach to the space technology

problem.

Research Problem and Scope

R&D processes are inherently strateqgic in nature. They
are characterized by multiple and conflicting objectives and
priorities in an environment that is complex, dynamic and
uncertain. Furthermore, R%D projects are usually comprised
of activities which are by their very nature nonrepetitive
and noncomparable, and therefore information tends to be
subjective in nature. Decision models do not adequately
account for the varying degrees of subjectivity in pre-
dicting possible outcomes. As Quade [189:xiil] states

In concept it might be possible to develop a

clear-cut cet of decision rules that would apply

to a set of specific prablems and use these rules

to carry out relevant and competent analyses to

the level of detail needed. In reality, however,

we find this completely impossible and believe

that it will never be possible.

Along these same lines, Shannon [218:2461 states that

the inability to completely understand the dynamics of both




the problem and the decision-making process prevents us from )
designing systems or models that successfully aid the o

decision-maker.

: One remedy for this deficiency in the techniques is to
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increase the sophistication of the models (i.e. the ability R
to handle more complexity) by interfacing the decision maker % fﬂ
with some powerful analytical techniques into a decision

making team. The analytical techniques must provide the ;;:

decision maker with a mechanism to deal with the inherently oo
subjective nature of R%D decision situations. This is best
done through decision support. Decision support is a way to
structure the problem so that the decision maker can more

easily and rapidly consider the data and make better

informed judgments which hopefully lead to better decisions.
Our proposed decision support methodology for use by
the Air Force Space Technology Advocate is designed to

provide the following features [116:146-147]1: meaningful

reduction of available information: aid to eliciting subjec-

tive preferences and judgments; better insight into the igiw
various value judgments; inclusion of differences 1in i%
interest and/or political views; alternative modeling of the =

R¥D process; aid to substantially better considered deci- %xﬁh

sionsy aid to better group decisions and interaction; more
controllable position of the Space Technology Advocate; more TT?T

justifiable basis for paolicy decisions; and a microcomputer

based decision making aid.
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Research Approach and Presentation

- We develop a space technology advocacy model (Fiqure 1- _ a
l 1) that depicts the important interactions in the space ;52;
. technology advocacy decision situation. From a comprehen-

sive description of the space R4D decision environment we

develop criteria with which to evaluate the strategic and
technical utility of space technology issues. Strategic and

technical utility is defined to be the worth of a technology

.l]...

issue in the context of its possible contribution to mili- f 1
: tary space strategy and doctrine and its contribution to _E;
N space technology. The decision support methodology allows ;:
D

the decision maker to assess the relative worth of space ';ﬂ

technology issues by considering, through an appropriate

user interface, the criteria and relevant information using
an appropriate analytical technique. The analytical tech-
nique (the Analytic Hierarchy Process) provides a mechanism
for the decision maker to evaluate the subjective judgments

of space technology experts. The decision maker can then

consider external factors before presenting his space tech- :fgf

nology advocacy plan.

" Chapter Two of this thesis is a comprehensive summary R
- of the available literature on risk and uncertainty, elici- :}}ﬂ
:} tation of subjective preferences, and R%D portfolio :123
% selection models. We first discuss the strategic nature of -]
- R
- R&D processes and emphasize the characteristics (risk and e
- RRR
o uncertainty) that most complicate the analyses from an ijﬁﬁ
F operations research or management science perspective. “’jﬂ
T
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: 1-4 _t.;:
= =
) .
- S
;:u‘“-.~. .-\-.- T T T e e e e e 'j

4

: O KA O . S e Cle e T e
O 2L " PR R AN A O ..fgfn:;{'.‘"._ A A A AT R PP A S A T AR T S IR, P IR AP AR WP,




External p—>] Decision Maker }—>|Space Technology
I Factors Advocacy Plan

1

i Technology Issue
Worth Assessment

,
. N User
Interface
' T
Criteria Analytical Data/Information
Tools

Figure 1-1, Space Technology Advocacy Model

Next, we discuss how subjective judgments are elicited and

used in R%D decision models. Finally, we present R%D deci-

ORI,

sion models and show that these models inadequately address

the complexity of R%D decision processes. Decision support
‘ provides an alternative approach to modeling the R&D
process.

Chapter Three is a detailed discussion of the MSSTP and
‘ TRUMP, First, the elements of the MSSTP and TRUMP are
presented followed by a discussion of STC’s attempts to

implement MSSTF and the eventual abandonment of TRUMP as a

; resource allocation model. Throughout this chapter we focus
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on the problems with quantitatively modeling a complex
process in an uncertain environment.

Chapter Four focuses on the linkage between doctrine
and space-related R%D. We present a more expanded descrip-
tion of the space R&D environment. Several environmental
factors are discussed which ultimately tie the R%D process
to satisfying national interests.

In Chapter Five we present a hierarchical structure to
mcdel the space R&D process. From this model we develop
three criteria for evaluating the strategic and technical
utility of space technology issues. We show the linkage
between this hierarchical structure and the space R%D
advocacy model (Figure 1-1).

Chapter Six discusses the information requirements, the
analytical tools, and user interface of the space R&D
advocacy model. We describe the database, database manage-
ment system, and the information required to make space
technology issue assessments. Next, we show how the
Analytic Hierarchy Process can be used to elicit the subjec-

tive judgments of space technology experts. The user

interface is addressed in the context of guidelines for

PG WP

transforming the decision support methodology into a com-
puter-based decision support system.
In Chapter Seven the results of an exercise in which

several space technology experts used our proposed model to

evaluate space technology issues, are presented. The -]
participants’ responses to a questionnaire are discussed. T :;
1-6 :
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In Chapter Eight we present results and implications of
our research effort. Based on these results, we reach some
conclusions concerning our proposed decision support method--
ology. These conclusions tie in with our recommendations

for future research.

Military (space) technology should begin with
strategic appreciation. The strategic apprecia-
tion provides the strategist with an estimate of
the prcobable outcome of present trends, and allows
him to form judgments about the future require-
ments and capabilities for military technology.
It thus forms the first step. The second step
comes from the scientific community in the form of
possible or probable developments in the world of
technology [187:464-641.
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I1I. Survey of R&D Portfolio Selection Technigues

Introduction

- Qur review of the literature was first oriented towards
rl identifying the various methodologies that have been devel-
-I oped to support R&%D acquisition and resource allocation
decisions. We extensively examined the management science
literature to identify quantitative decision models that
F: might have application to the space technology advocacy
prablem. Concurrently, we initiated a DTIC (Defense Techni-

cal Information Center) search to determine what efforts had

already been taken within the DoD and other governmental
agencies to manage the risk and uncertainty in defense

related R¥D programs. At the same time we began an indepth

analysis of the Military Space Systems Technology Plan
(MSSTP, covered in Chapter Three).

Our research showed there were many problems with quan-
titative approaches to analyzing R%¥D processes. While
hundreds of models have been suggested, there is no consen-
sus within the management science community as to which
models or categories of maodels are best for analyzing R&D
related problems. We learned that R&D processes are partic-
ularly difficult to model because of their inherent
complexities. We then reoriented our research to determine : ]
the nature of these complexities.

Following this reorientation we learned that RD

processes are strategic in nature. They are sequentially ]
2-1
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staged: in the early stages operating in an environment of
great uncertainty, unspecified organizational goals, and no
analytical database from which to project future outcomes.
As R%D efforts progress over time, the environment changes,
with maore information becoming available from which to base
more accurate predictions and forecasts. Thus R¥D processes
are dynamic and vary in degrees of uncertainty. Because of
the great uncertainty prevalent in the early stages of these
processes, most decisions are based on subjectively derived
data, elicited in a variety of ways. We then directed our
aefforts into determining how uncertainties were handled
within this context. We learned once again that there is no
consensus among management scientists on the very definition
of uncertainty, or how best to apply quantitative analyses
to account for uncertainty. Furthermore, while most authors
agreed that subjective judgments were the primary source for
estimates of uncertainty, there was no agreement on how best
to elicit these judgments.

Ultimately our research led us to conclude that because
of these complexities, one must first define the decision
situation and environment and then define the appropriate
decision support structure within which to analyze the
probl =m. Since the primary objective is to identify high
priority space technology issues, we needed a decision sup-
port structure that adequately models the early stages of

the R%D process where uncertainties are more numerous and

subjective inputs more critical. This drove our effort
2-2
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towards developing a suitable methodology that captures
subjective judgments in an environment of high uncertainty
and little quantitative data.

This chapter represents a summary analysis of our
literature research. In the interest of brevity, we have
intentionally kept the discussion concise. Where applica-
ble, we indicate other sources which expand on points made
in our discussion. We first discuss the strateqgic nature of
RXD processes and emphasize the characteristics that most
complicate the analyses from an operations research or
management science perspective. Uncertainty, which is one
of these characteristics, 1is treated in some detail. Not
only do uncertainties contribute to the complexity of ana-
lyzing R%D processes, but attempts to "quantify" variables
whose attributes are unknown must be based on the elicita-
tion of subjective judgments. This naturally leads into a
discussion of how subjective judgments are addressed in the
management science literature and some of the documented
problems with their application to quantitative R%D decision
models.

Next, we present the results of our research into the
various categories of management science methadologies that
have been suggested or used to model R%D processes. We
discuss the major characteristics, advantages, and disadvan-
tages of each category. We show that there is no consensus
among management scientists or users concerning which is the

best approach, or whether quantitative decision models are

2-3
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useful at all in analyzing complex R&D processes. We con- T
clude that given the great uncertainties inherent in the
early stages of R%D processes, an acceptahle methaodolagy for

capturing subjective preferences is essential. f?l

This 1leads into a discussion of methodologies we

reviewed designed to elicit subjective judgments from
decision makers. We explored two in some detail —— multiat-

tribute wutility theory MAUT) [1371 and the analytic

i

hierarchy process (AHP) [198; 2031]. We ultimately settled R

on the AHF as the best overall approach for capturing sub-

S e o an g

jective preferences, according to criteria we set forth.
Finally, we discuss the benefits of applying the AHP

within the context of a decision support methodology whereby L

the appropriate information and the AHP are interfaced with =

the decicion maker in order to aid him in making better

informed judgments about space technology issues.

The Strategic Nature of R%D Processes

RXD processes are concerned with the acquisition and
allocation of resources applied to R&D efforts to maximize
future benefits accruing to an organization. We categorize
models intended to select R%D programs or research
approaches to meet specified goals over a given planning ;;:?
horizon as "R&D Portfolio Selection" models. For a business

f whose future depends on successful development of competi-

. tive products, R&D Portfolio Selection models may be :f?

intended to provide management with a recommended list of




research efforts which will maximize profits in some future
timeframe. In the military, these maodels may be used to
identify technologies that provide the greatest potential
military utility to satisfy future performance needs.

The general class of decisions that involve the acqui-
sition and allocation of resources to maximize future
benefits can be considered “strategic" if interactions
between the decisions, the organization, and its environment
must be taken into account in analyzing or describing the
process [99:121; 213:3401. Several authors describe the R%D
process as complex because they are inherently strategic in
nature [553; 79; 991. However, all agree that, despite this
complexity, it 1is vital to an organization to develop a
technical strategy that links long-range research with the
corporate cbjectives [32; 3335 613 &2;5 79; 873 1683 1475 1723
1785 1913 2175 2255 2743 2755 2835 285]1. Chiu and Gear [53]
list four characteristics of strategic R%D processes.

The first characteristic is that R%XD processes involve
"a variety of factors, some technical but others organiza-—
tional, behavioral, and economic" [55:21. Obviously, this
characteristic is not unique to R%D processes. Many other
strategic management processes must also contend with these
factors. However, several authors cite the particular
interactions between technologists and managers in their
attempts to formulate organizational goals early in the R&%D
process. For example, McClarey [164] discusses that the

difficulties in managing military R&%D are often due to upper

2-5
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level managers failing « accurately translate their under-
standing of corporace objectives and goals into the
technical environment. He also points out that the
scientists, engincers, ~nd technologists often feel that
they should decide wh ~roiects should be undertaken by
the organization, since they have the technical expertise
[164:1-2]. Rubenstein and Schroder [194]1 and Hogarth and
Makridakis [120]1 address the impact of organizational,
situational, and personal variables on the R&%D process.
They point ocut many of the biases and complex interactions
between individuals at various levels within and outside the
organization involved with the R&D process. Peters and
Waterman [185] state that R%D must be "externally focused”
to consider needs and demands from cutside the organization
£185:1571. Many other references also address the inherent
complexities involved with interactions between these
factors [17; 795 114; 12953 1305 149; 1605 172; 1813 185;
19235 2125 2325 2355 2385 2371.

The existence of multiple and conflicting aobjectives
and priorities at various levels in the organization is the
second characteristic cited by Chiu and Gear [35:21. Like
the first, this characteristic is not particularly unique to
R%D processes. Several authors describe the inherent
conflict in allocating resources for R&%D and other organiza-

tional interests [32; 10G; 1855 2173 2731. Al ternatives
| are difficult to specify in any detail early in the R&D

process [181:2761 and R&D output is difficult to measure
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since it is dependent on individuals more so than the equip-

ment used [164:2]. In general, upper level managers are
¥] reluctant to expend resources for speculative R%D that may §
3 or may not reap future benefits for the organization. On ;?
t: the other hand, the emphasis on R&%D should be on fast moving g
‘l technologies of generic interest for meeting corporate

objectives, technologies with payoffs that extend beyond the
horizon of current operations, and promising ideas for which
technical feasibility is in doubt and risk is high. Hence,
there is this inherent conflict within organizations over
resource allocations to R&D and other interests of the
organization [275:381].

A third characteristic described by Chiu and Gear is

the sequentiality of complex interactions between projects
and with the "outside world" [55:21]. Gillespie and Gear s
emphasize that the time scale of strategic decisions is :
usually measured 1in years, which makes it difficult ¢to e
correlate outcomes with earlier faorecasts and decisions. T‘
They further state that strategic decision processes follow

a sequence over time as the organization adapts to changing
circumstances [99:121]. Albala [14] notes that R%D projects -
praogress sequentially through stages, with early stages

being characterized by uncertainty and qualitative judg-

ments, while later stages can be analyzed quantitatively as T

more data are collected and processed. He also hypothesizes

that different methodologies should be used to analyze RD

processes at each of the various stages, that no one method T
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is suitable for evaluating the entire process [14:153; 156).
Moare and Taylor [173] similarly categorize R&D processes as
multi-staged, citing problem definition, research activity,
solution proposal, prototype development, and solution
implementation as five distinct stages common to all R&D
projects ([175:4921. Others also address the sequential
nature of RXD processes [95; 14635 212].

The final characteristic identified by Chiu and Gear is
the varying degree of subjectivity involved in predicting
outcomes of actions and estimating related probabilities
[55:2]. A consensus of authors maintain that the key
element that sets R&%D processes apart from other strateqic
problems is the inherent degree of uncertainty [24; 55; 723
793 975 993 1295 192]1. Uncertainty exists in how decision
makers at all levels perceive probabilities for success
(99:121]1, and how they perceive future economic, ecological,
social, political and/or technological conditions [(20:241.
The anticipated benefits from a project, the resources re-
quired, and overall resource availability are all subject to
varying degrees of uncertainty [153:BS811]. The only way
analysts have found thus far to incorporate these uncertain-
ties in their models has been to solicit subjective esti-
mates from decision makers and R&D personnel [26; 99:121;
19822813 1533 194:138]1. Subjective estimates are generally
biased and tend to be inaccurate and unreliable [39; 79;
1895 1205 1943 2121.

In summary, R%D processes are strategic in nature. As

2-8
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such, they are complex, dynamic, and uncertain. For the
most part, predictions of cgutcomes and future conditions are
based on subjective judgments which attempt to estimate the
various uncertainties that are inherent in R%D processes,
especially in their early stages. In the next section we
explore uncertainty in more detail. We show that while many
models attempt to account for uncertainty, there is no
consensus among analysts on definitions or treatments for

uncertainty when evaluating R%D processes.

Risk and Uncertainty, Is There a Difference?

As we showed in the last section, R&D processes operate
in an environment of great uncertainty. Treatment of risk
and uncertainty is a major concern within industry and the
DoD, as evidenced by the number of symposiums that have
addressed the subject over the last several years and the
proliferation of risk assessment models that purport to
manage cost, schedule, and performance risk. And yet our
research showed that there is no consensus among the experts
on operational definitions for risk and uncertainty [123;
1255 1265 1295 1921, Many authors use the terms inter-
changeably [46; 6453 B4; 1335 1953 2791, improperly [20;
2861, or ignore uncertainty altogether [82; 933 1931.
Furthermore, while a number of risk assessment models exist,
their use 1is not widespread within the DoD R&D community
[125; 13953 2115 2871. Several authors stated that not

understanding or accounting for the distinction between risk
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and uncertainty in gquantitative models ultimately leads to
inaccurate and unreliable final results. This may partially
explain why these models are not used more widely [125;

19213.
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In this section we develop an operational definition
for both risk and uncertainty and provide examples of
specific uncertainties that are characteristic of R%D
processes. We also highlight some general drawbacks of
methods designed to "quantitatively assess" uncertainty.

Risk and uncertainty are defined by many authors in
probabilistic terms [11135 1263 1295 1923J. From classical
probability theory, risk can be defined as the condition
where each decision of the decision maker leads to one of a
set of specific outcomes, each occurring with a known proba-
bility. Likewise, uncertainty can be defined as a situation
where the probabilities of the various outcomes are com-
pletely unknown. Under conditions of "extreme uncertainty",
the ocutcomes themselves may not be knowable, or may not be
anticipated if knowable [129:165].

Risk has been operationally defined in various ways,
but the most accepted definition we found was that risk
represented the level of consequences of a wrong decision

and could be determined by multiplying the probability of

failure with the consequences of that failure for any given

P

goal [933 1263 1923 1931. This concept of risk is the basis
for decision analysis from whiczh expected payoffs are calcu-

lated. For example, the probabilities of flipping a coin :’<1
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and coming up heads is known to be @.5. If I am offered
five dollars for a "heads" (and nothing if the coin toss
results in a “tails") or a dollar if I do not flip at all,
then I can calculate my expected payoff as (6.5)($5) or
$2.53. When I compare this with t!.e dollar I get if I do
not flip the coin at all, and assuming I was not a risk
averter, then I would choose to flip the coin and take amy
chances on winning %S. More complex and detailed analyses
can be performed as well, so long as the probabilities are
known (or can be determined) for each of the possible
outcomes.

Uncertainty is not so easily defined in operational
terms. The reasan for this is fairly straightforward. If
we adopt the classical definition from praobability theory,
then we have no way to measure, estimate, or otherwise
quantify variables whose praobability distributions are
unknown. And vyet, any attempt to more clearly specify
uncertainty would be the same thing as saying you know
something about the unknowable —— a clear inconsistency.
Nonetheless, several analysts operationally define uncer-
tainty as those situations in which "potential outcomes
cannot be described in terms of objectively known probabil-
ity distributions"” [111:217] or as the "relative unpredict-
ability of an outcome of a contemplated action® [192:16].
Others still choose to ignore uncertainty altogether in
their analyses of R4D processes [133; 1495 2791.

Lilge (1561, in his evaluation of TRACE, a methodology
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used by the Army for managing R&D programs, provides an
excellent discussion on this quandary of how to operational- ;j;j
ly define uncertainty. He quotes Gene Fisher [139:35]1, who
offered the following definition:

Oftentimes probability distributions are assigned
to uncertain situations, but these are of
necessity subjective in nature. That is, they are R
based on the personal judgment and experience of
the analyst, the decision maker, or someone else
regarding the relative "likelihood" of unknown .
events. They are naot based on incontrovertible s d
empirical or theoretical derivations... If the
latter were the case, we would be dealing with a
risky situation and the distribution would be
called an objective probability distribution
[154:51.

Lilge further points out that if this definition is
taken 1literally, uncertainty analysis would be impossible,
since distributions for uncertain situations derived +from
subjective judgments are not based on “incontrovertible
empirical or theoretical derivation" [158:7]. Lilge con-
tends that the problem can be circumvented by aggregating
unknowns and deriving probability distributions from an
analysis of historical data without reference to the specif-

ic unknowns [150:81. In other words, uncertain variables

LI
LV
P e

are "clumped” together and a probability distribution is
determined by analyzing historical data that includes the
aggregate affects of the unknown variables. Thus uncertain-
ty can be analytically treated the same as risk. This is in
fact how several methodologies handle uncertainty. Several
examples of this class of methodologies are TRACE [15; 25; :;EJ

1973 1561, VERT [37; 1731, PROMAP V [841, and DARPA Risk
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Assessment [1265 1273 14683 1695 2211.
There are some inherent problems with even this opera- ;;"1
tional definition, as we point out shortly. Tec maintain the

essence of uncertainty, we elect to use the definition cited

above by Fisher, who notes that of necessity, probability
distributions are often assigned uncertain information, but
that these are subjectively derived and will not stand up to
the rigors of probability theory.

As we mentioned earlier, R&D processes are frought with
uncertainties, especially in their early stages. It is
beyond our scope to address all of the types cited in the
literature. However, some excellent survey articles are
available that describe most in some detail [1233 1923 2871.
We briefly describe a few of the more important uncertain-
ties that impact the R%D process.

Rowe and Somers [1921 in an excellent survey article on
the history of risk and uncertainty in the DoD discuss a

variety of uncertainties that impact the RD and acquisition

processes. Somers [232] relates these in a causal-integra-
) tive model that depicts the interactions between
}
’ uncertainties and other environmental factors. The uncer-—

tainty factors described by Rowe and Somers, which were

developed originally by the USAF Academy Risk @Analysis

Study, are internal program uncertainty, technical uncer-
tainty, process uncertainty, and target uncertainty. Each
is discussed below.

Internal program uncertainty deals with the D
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way in which the program is organized, planned and
managed. Several types of uncertainty exist
within this factor alone, namely, uncertainty of
the initial estimate and its impact on program
management, uncertainty in the acquisition
strategy and outcome, uncertainty in resources
needed, flexibility, or lack of contingency plans.
Al so, competing demands, including conflict
between reliability, vulnerability and
maintainability with performance and aperating
costs are addressed under this category.

Technical uncertainty covers the feasibility
of developing the system at all, including the
degree of technical difficulty. It generally
starts with an optimistic estimate of the state-
of-the-art and often leads to a slippery technical
baseline.

Process uncertainty deals with the
sensitivity to changes in the external environment
such as changes in priorities or policies and
budget considerations. The wunavailability of
funding or other resources when they are needed,
the effects of inflation and government
regulation, and the uncertainty in the criteria
that are used for changes add to process
uncertainty.

Target uncertainty is the wuncertainty in
meeting performance, cost or schedule goals and
determination of needs as well as the uncertainty
in translating abstract needs into concrete
specifications. The problem of early estimates
which are seldom revised is one example of target
uncertainty [192:8-921.

Many other authors include elements of the

uncertainties in their discussions. For example,

uncertainty is frequently listed as a separate category

16875

1255 1335 2111, as is schedule uncertainty [28;

However, the four categories 1listed above capture

majority of uncertainties prevalent in acquisition and

processes.
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We mentioned earlier that one method that many models
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use to account for uncertainties is to aggregate all unknown
variables into a single distribution and estimate distribu-
tion parameters based on analysis of historical data. There
are two problems with this approach. The first is that it
often takes too much time and effort to collect the data
necessary to make meaningful analyses [99:128;5 107:69-70;
125:611. Secondly, and perhaps more importantly, R&D pro-
grams are normally unique, no two are alike in every
respect, and historical data (if available) may not be a
good indicator from which to draw any useful conclusions
[14:153; 24:125; 39:15; 55:7;5 792:189; 187:725 1685 1691,
This leads back to the use of subjective judgments for
deriving probability distributions for unknown (uncertain)
variables. Most risk assessment and R%D portfolio selection
models use subjective judgments, elicited in a variety of
ways. Once again, however, there is no consensus among
management scientists on how best to elicit subjective
judgments and account for biases, or whether eliciting
subjective judgments is even worthwhile [49; 79:14@9;

194:137; 238:48]1. The next section addresses these points.

Subjective Judgments and Subjective Probabilities

Subjective inputs are extremely difficult to quantify
because they basically represent the feelings of the deci-
sion maker "as to the relative importance of a set of
criteria each of which can be attributed to each of a set of

alternative options in varying degrees" [96:111]. A large

Y




number of authors use the term "subjective probability" to
represent ‘"degrees of belief and state of wmind" [53:327;
79:1885 97:725 16°9.125 139:2881. An operational definition
of subjective probability is provided by Budnick, et. al.

£44:76413:

An approach to the assignment of probabili-
ties 1s to use subjective opinion. This procedure
allows for the translation of the experience and
feelings of the decision maker into an estimate of
the 1likelihood of occurrence of an event. This
form of "educated guessing" can be effective in
actual practice, for example, determining odds for
sporting events ("Jimmy the Greek”?) and the esti-
mation of success levels for new products by brand
managers.

il

Chesley [53:3261 provides a more formal definition when
he states that "subjective probabilities are a measure of
the confidence that a particular individual has in the truth
of a particular proposition."

In general, subjective probabilities are the result of

a transform that converts qualitative judgments, opinions

and beliefs into numerical values that should represent the
decision maker®s evaluation of the probabilities of success,
occurrence, failure, etc. of an event. Subjective probabil-
ities become the quantitative measures of "feelings" or
uncertainties that allow analysts to mathematically model
R%*D processes. :ﬁw

Considerable research attempted to provide a theoreti-

cal basis for proving the validity of subjective probabili-

ties. Chesley [53] authored an excellent survey article on ff;
the subject. However, many still argue that the axioms of }
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rationality have not been met [129:14665 1851 and that biases
will adversely affect the accuracy or consistency of subjec-
tive judgments [189:14; 126:117; 194:1375 238:341. A
detailed discussion of the various points and counterpoints
can be found in the references. Again, there 1is no
consensus on the ultimate validity of subjective probabili-
ties as a reliable indicator of "real world" occurrences
[39:15; 129:1665 194:142; 238:481].

It is worthwhile, hawever, to note that many methodolo-
gies attempt to quantify subjective preferences. Subjective
judgments are elicited in various ways [28; S35 795 133;
2123. The most prevalent methods are: direct interview with
experts or respansible individuals to solicit their
"feelings" concerning probable outcomes; review of available
historical records for similar activitiess delphi-type
approaches to solicit group preferences; and multiple
estimates to fit to a Beta distribution [212:44-451. Of the
four mentioned, the multiple estimate method seems to be the
most widely used [28; 3&;5; 825 1333 221]1. We do not include
in our discussion here methodologies designed specifically
to elicit utility functions to represent preferences. This
subject is covered later in the discussion on methods to
elicit the subjective preferences of decision makers.

Unfortunately, most models fail to accurately solicit
or project subjective probabilities [245 793 945 1893 139;
1941. As noted by Ebert, "depending on the sensitivity of

the decisions to errors in subjective estimates, the
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ultimate success or failure of a project may depend on the
qQuality of subjective estimates” [79:1681]. The key factor
in successfully using subjective probabilities then is to

ensure high quality initial subjective estimates. This is

where most models fail [79; 995 1395 1945 2345 2371. T

Rubenstein and Schroder [194] state that two serious

problems relating to the subjective character of these

probabilities contribute to the low acceptance of models.

R

First, there 1is the problem of the 1low reliability and
validity of probability assessments —- the degree of

association with actual projected outcomes. Secondly, the

T

subjective probabilities, by their very nature, may vary

from person to person and thus lack uniqueness [194:1371].

MR

y

Hogarth and Makridakis [126:1251 in an excellent survey
article on forecasting and planning note that:
Before one can articulate a probability efif

2 number which really reflects his true appraisal, el
Fﬁ he has to "know" how he feels. Becoming aware of e
i

one’s own true feelings is by itself a very
heuristic process. It involves self realization
and self awareness of one’s inner value system of
feelings and sentiments.

Solicitation of feelings concerning an individual’s ‘33’

9 value systems and beliefs, including those motivations that -

'{ the assessor himself may not be cognizant of, c¢an be a very

solicited data is biased and unreliable [24:125; 120:1271].

Biases can also be generated by external factors. fﬁi
Rubenstein and Schroder [194] list several and comment that

i; difficult task. Several authors note that oftentimes
.
,b biases and "interpersonal differences are the joint effect -
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of personal, organizational, and situational variables"
£194:1381. Hogarth and Makridakis [1281 provide an in-depth
analysis of information process biases and address 37 sep-
arate biases found in various stages of modelling the R&D
process. Much of the literature indicates that biases, and
the modeler’s failure to properly account for them, are the
leading causes for poor subjective probability estimates.

Unfortunately, there is no consensus in the literature
on how best to counter biases, or even if they should be
countered at all. Advocates of scoring techniques [1; 795
8921 state that differences between actual subjective proba-
bilities and "communicated" (biased) subjective probabili-
ties can be quantitatively measured and corrected. Not all
agree with this position [723 975 1201, Even if biases
could be adequately accounted for, scoring may not be a
valid method since the technique calls for a feedback and
evaluation phase, which is dependent on collection of past
performance data. Since each R%D program is unique,
applying past data to current programs may be misleading
[S5:71.

Other techniques ignore the question of bias altogeth-
er, stating that simple quantitative methodologies such as
linear or stochastic programming give adequate results in
spite of the uncertainty of subjective probabilities [4%9;
?7; 1201. One author states that decisions made on the
basis of poor and biased estimates are likely tn be bad with

or without a model. However, he goes on to say that the
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"adoption of a model leads to consistency —— bhoth of data
inputs and of decisions. With time and patience this very
consistency of method may lead to a pinpointing of both the
errors of estimation and, more importantly, the reasons for
them" [153:BS891. There are many other experts who believe
mathematical models cannot accurately account for uncertain-
ty and that emphasis should instead be given to the process
by which inputs are solicited [20; 725 995 162]1. Chesley
[53] provides a comprehensive discussion of elicitation
techniques and concludes that the nominal group method is
the best overall for accounting for biases where group
interaction tends to negate individual daominance and other
biases. However, when considering group assessment, Chesley
says several factors should be considered, including the
cost of assembling a group, 1leader—-follower relations, game
theoretic strategies, the problem of reaching a consensus,
and the distribution of risks [93:333]. Gustafsan, et. al.
[168] document the results of statistical experiments that
clearly show the superiority of nominal groups over Delphi
and interacting groups. Nominal group members first esti-
mate individually, then discuss their results and then
estimate as individuals one last time. This allows for the
benefits of group discussion and avoids the detractions of
potential bias or influence from group members. Several
other authors cite the nominal group method (or variants) as

the best methodology for soliciting subjective probabilities

[?9; 1621.
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In summary, there is no consensus in the literature
on how best to deal with subjective judgments and probabili-
ties. There is unanimous agreement, however, that a great
amount of descriptive work remains to be done in the area of
uncertainty and subjective probability estimation. "So far
no one has succeeded in describing the realities of R and D

project selection in a thorough and detailed manner "

p——p—p r—
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£C24:1251.

Decision Models for R&D Portfolio Selection

R&D portfolio selection problems are difficult tao model
‘i because of the uncertainty associatea with R&D programs.
Uncertainty is usually quantified by converting the decision
. maker’s feelings, beliefs and opinions into subjective
Fi praobabilites — numerical values that can be entered into an ;%;
3 appropriate mathematical model. However, because feelings

are difficult to accurately communicate and because of

external and internal biases, subjective estimates are fre- E““
quently found to be less than adequate. In the minds of
many analysts, this tends to negate the value of quantita-
tive decision models for R&D portfolio selection problems.
Dthers believe that decision model results are still valid,
despite inherent uncertainties and biases on the part of i}}

probability estimators.

To avoid confusion we distinguish between decision

models discussed in this section and decision support, which i?l
A - ..

is discussed in the next section. Decision models are ’
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designed to accept input data and then calculate or output
"the optimal answer® or R%D portfolio. On the other hand,
decision support is designed only to improve the effective-
ness aof the decision maker by supporting, rather than
replacing, managerial judgment C[136:11. Decision support
does not output an "optimal answer."

According to Albala [141], an examination of the
relevant 1literature reveals that only a very few proposed
decision models have found favor with R&D managers. This
was first noted in 1957 [14:153] and since that time, there
has been a continuous creation of new methods and tech-
niques. However, the utilization factor for these
methodologies still remains extremely low [24; 1595 196:

331.

Furthermore, Baker and Freeland [23:1165] identify the
inherent limitations of these R%D decision models which adds
to the low utilization rates. Each model exhibits to one

degree or another these various limitations:

1. Inadequate treatment of risk and uncertainty.

2. Inadequate treatment of multiple, often inter-—
related, criteria.

3. Inadequate treatment of project interrelation-
ships, with respect both to value contribution and
to resource utilization.

4, No explicit recognition and incorporation of
the experience and knowledge of the R&D manager.

S. The inability to recognize and treat nonmone-
tary aspects such as establishing and maintaining
balance in the R%D program (i.e., balance between
basic and applied work, between offensive and

2-22

T

Seoe e e e
dndecdin decden ) ot ot

[

ot

,' s vv . ‘! .' ‘. N “-
.v . " r“ * ‘- o ‘- .
1' 1 P ; L A " N N

PR RSP BT GNP Y

R




POl MM i A S O SR T AT TR AP Sl i S oA nOe ot e u/ ~u 44~ oA AR e~ A= St A et e Berl e

N NI D N i e L R

defensive activity, between product and process
effort, between in-house and contracted projects,
between improvement and breakthrough orientation,
and between high risk-high payoff and moderate or
low risk moderate payoff opportunities).

6. Perceptions held by the R%D managers that the

models are unnecessarily difficult to understand

and use.

7. Inadequate treatment of the time variant prop-

erty of data and criteria and the associated prob-

lem of consistency in the research program and the

research staff.

Despite these 1limitations there exist hundreds of
various decision models [2371 that have been applied to the
R&D portfolio selection problem. Several excellent survey
articles have appeared in the literature that cateqorize and
describe the many R%D project selection methods [(22; 23; 24;

493 975 1275 1283 1825 1835 2323 237]1. Also, several case

studies can be found in the literature that describe actual
applications of various techniques [135 385 575 603 713 83;
1355 17153 2685 2093 2245 284]1. In fact, there are so many
different models available that Souder [237:4631 had this ta
say about the situation:
It does not appear that a confusing plethora
of models, with 1little basis for a manager to
choose among them, exists in other management

science areas to the degree that it does in the
area of R&D investment planning models.

Not only is there a plethora of models but also several
different ways to categorize these models [22:168; 23:11465; SER

229:25-1321. In this discussion we adopt the taxonomy of

models praoposed by Shepherd [220]. Basically, there exist gﬂfl

at least four general literature areas that explore problems ’

==

S

-

-.'1

2-23 .

-

,,,,,,,,,,,,, e e e e et e e e e e et e e e
A ‘e ..'-I'n".'.'-' '-‘. "A"'( '1'.'1.";'-'1.“';.-\.21".'1.;'-.:'1'-'-."1::‘1.“-'.'-""l. 'J::}:-.Zl.-. '..11.'.11. '.'-'4.. ,L-..’ ._x; ..'-..'\.'-"'l.-' ‘..’..A.J...!..:L.'.L.:.l.‘.'.’..-..‘.




. T T DR S A A SO T YT TR . B YT T AT AT TR A R T T4 T e T T o m W~
L A N L L R ST LT I - .

in R%D portfolio selection or similar probleas. These _fjﬁ
categories are capital budgeting, capital rationing, project _Jfﬂ

selection, and multiple criteria optimization.

Along these same lines, the literature can be divided Eé
into two additional categories: single criterion approaches ;;ij
and multiple criteria approaches. These can be further jf?
broken down into those that deal with certainty and those .Eﬁ
that attempt to account for uncertainty. One further break- -:ij
down of model types are those that attempt to select the :};q

"best” alternative from a set of alternatives and those that
are aimed at choosing a "best set" of alternatives. Ac-
cording to Shepherd [220:251 all of these categories lead to
a natural hierarchical taxonomy of decision models (Figure

2-1) aimed at choosing among alternatives.

Capi tal Capital Project Multi-Crit s
Budgeting Rationing Selection Optimize o
Single Criterion Multiple Criteria - .
'.'4

Certainty Uncertainty
Best Alternative Best Set X
. "4
Figure 2-1. Hierarchical Taxonomy of R%D Decision Models _i;?
o
Decision models that attempt to select a single “best® ST
alternative under conditions of certainty are the payback .
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method, average rate of return, internal rate of return,

profitability index, and net present value. These models

are concerned with one (usually economic) criterion for ; 1
selecting the best alternative when possible outcomes are :??
known with certainty. The above madels are often called E;i

capital budgeting under certainty or project selection under » ?
certainty. Clark [546]1 describes a profitability project i%?
selection method. A return on investment approach is
presented by Augood [191. If used at all in the R&D ]

portfolio selection problem, these economic methods are S

usually applied to product-oriented research ([142:2113].
However, none of these models are suitable for the space
technology advocacy problem primarily because they ignore
the pervasive uncertainty in the R¥D decision situation.
Their practical application is limited by the need for
accurate input data (usually in dollars), and the fact that
they cannot be used to analyze projects at different funding
levels. More sophisticated models must deal with these
multiple funding levels.

Models that deal with multiple alternative selection

under conditions of certainty are -1 integer programming,

dynamic programming and quadratic integer or nonlinear f&ﬁ
-
programming. These models are called capital rationing if SR
budgetary constraints are imposed on the formulation. Some -
of the models in this category allow for interdependent
projects or alternatives. However, these madels deal with
optimizing against a single criterion and are inadequate for T
2-25 =
. ':‘.1
. ‘4
e
-':'4
~ K
A 4 ‘;“-‘ .q“ ‘.’ .-‘ B ‘. 0y -' L) .-' tal ‘4.- - ..' e \-' ''''''''' RS =~ -.-"\n' ‘q"' '..-;.- """ e "-..‘ '''''''''' .—1
e N N e e e e G -L?uff_g?-;:&.wm " ..J_‘ ™ -"4 A LT NG L L.




dealing with uncertain decision situations. Again, a rela-
tively large amount of information, usually expressed in
dollars, 1is required for problem formulations. Also, the

expected benefits from each R%D project must be quantified

LIPS R

in such a way as to be consistent with the objective func-
tion. Along this same line, the resources required by each . ]
project must be carefully defined, as well as the limits to

these resources. Examples of 6-1 integer programming models

. can be found in [38; 813 973 1535 1575 1761. Dynamic pro- :
gramming models are explored in [143 343 3535 975 1065 1283 E
R 1383 1883 2731. Nonlinear models are described in [541]. ;i,&
. The next general category of decision models are those
that deal with uncertainty and attempt to optimize against a fv}
- single criterion. Examples of these types of models are .;;j
| !

simulation [76; 1565 1583 1753 2365 25815 portfolio analysis

IS .
PR PO
‘y "v b‘, ‘,‘.‘.l,v. ’ 'v
. S [ DR
PR PP LGP Y

L2195 2361; network models [765 1563 18613 risk analysis

r e

[&95 1823 1185 19235 27315 chance constrained programming

54

C[975 12813 mean variances: and mean semi-variance models.

Within the military R%D environment simulation models

e

include TRACE and VERT [15; 2S5 375 1673 1565 1731 as well

' as PROMAP V [84] and PREDICT 2460 [1491]. Again, none of - ;
these models adequately deals with the uncertainty in the f
. R%D environment. The problem lies mainly in the manner in
?3 which probability distributions are generated which depends ’ f
% on large historical databases [167:69-70; 125:68-611. ;f&é
- A major area of research is in decision models that can ?i%;
% deal with multiple criteria under conditions of uncertainty. .
¥ S
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Models in this category are scoring models, profile reports,
checklists, goal programming, multiobjective optimization
techniques, dynamic programming, and utility models. These
models show the greatest promise for evolving into decision
models that can adequately address the complexities within
the R%D community. For example Krawiec [142:22] lists five
advantages of scoring methaods.

1. Scoring methods are specifically designed to
incorporate noneconomic criteria.

2. Scoring methods use input data in the form of
subjective estimates praovided by knowledgeable
people as well as in the form of point or interval
statistical estimates.

3. Scoring methods use subjective “guesses” overt-

ly where other methods generally require a more

costly and sophisticated quantitative form of the

same "guess."

4. The subjective probability assessment can be

built into the conceptual and analytical framework

of the scoring method to produce an efficient

portfolio of R%D projects.

5. The scoring methods produce results that are,

on average, 99 percent rank-order consistent with

economic and constrained methods.

In general, the same points can be made about the other
methods 1in this category. Examples of scoring methods can
be found in [15 &b65 735 793 895 1165 1343 1525 1723 174;
1773 2235 2515 2763 2773 2783 2821. Profile reports are
described in {855 1315 2771. Three different checklists can
be found in Becker [(291]. Examples of applications of goal
programming are found in [S59; 1245 1965 2265 24953 281).

Theoretical foundations of multiobjective optimization tech-

niques (MODOT) as well as other multicriteria decision making

R O R NS

. .'.'_u PR . et
e P W T PRI . R

-




techniques can be found in Chankong and Haimes (S@d3 Si1,
Hirsch [1171 and Zeleny [288]. Examples of the application

of MOOT are addressed in [3;5 94; 98; 116; 1655 1465 2223

’

2813 2891. An interesting observation about these MOOT

. P
TP I A M

applications 1is that they are combined with a utility model
faor eliciting the subjective estimates from the decision
maker. These estimates then become the parameters within

the multiobjective problem formulation.

[ 2 IR

Although many other methods exist such as fuzzy set

theory [273 385 881, stochastic linear programming [551],

. factor analysis [2321, and discriminant analysis [261, all
]

share the same set of limitations discussed earlier [231].
In particular all are dependent on subjective judgments for
model inputs. We now discuss two alternative methods that
are specifically designed to elicit the subjective judgments

of the decision maker.

i Comparison of MAUT and AHP
The two methods that we discuss in some detail are

multiattribute utility theory (MAUT) [1173 1375 1655 214;

) 21955 21635 2441 and the analytic hierarchy process (AHP) (23
T
1195 154;5 1555 1983 1995 2095 2015 2825 243; 28435 205; 2143 .
|
2135 2613 26235 26335 2645 2653 2663 2801. MAUT and AHP are :
) designed to transform noncommensurable criteria into a
personal preference scale (also known as a utility scale or !
}: utiles) [151:3381. The theoretical foundations for MAUT can 2
) be found in the excellent text by Keeney and Raiffa [1371.
-~ 2-28 ;
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Those interested in the theoretical development of AHP are
referred to the two works by Eckenrode [88] and Saaty (1983
2031, Eckenrode discusses various ways of weighting multi-
ple criteria whereas Saaty develops a method of pairwise
comparisons (the AHP) to weight multiple criteria.

We have selected AHP as the methodology for eliciting
the subjective preferences and judgments of the experts. To
support this choice we feel it is necessary to compare the
methodology to MAUT. MAUT is well supported in the litera-
ture and has a strong theoretical foundation. It has also
been developed into highly interactive computer programs
[244]. However, from our own personal experience with using
both MAUT and AHF, as well as the work done by others, the
AHP performs better according to the following criteria:c
ease of use, ability to deal with both quantifiable and
strictly nonquantifiable and subjective variables at the
same time, ability to capture preferences, and applicability
to group decision-making situations.

Schoemaker ([2141 discusses behavioral issues in multi-
attribute utility modeling and decision analysis and
compares AHP and MAUT. Schoemaker and Waid [213:5 267)
experimentally compare different approaches to determining
weights in additive utility models of which MAUT and AHP are
two. Gear, Lockett and Muhlemann [94] discuss AHP in  the
context of group problem solving and highlight the advan-
tages of the AHP over MAUT. The results of these compari-

sons and experiments clearly show that AHP performs better

2-29

- ."." e .‘-._'. J T i ._‘... LI ..A'.._”. R

ST T T T

. B P T .
B - IR S A e T AL A P AP UL N EUGESL AP AR Y CAC AR T U VR T A R PR R TR Y SRR S T
AL P S I GNP I YL SRR 530 N G A Y X Sl WA BRI A Gl S Tl it S T ThF WP RV Thi¥ ST EA T SR TP IR DA G S IR TS S UL WO WP S )

Y

A PRI
e et
Lo PR AN

.
LSOy

e




A o Ay LR SOur A i ot ol aves Seak Shem e e oo ]

than MAUT according to the four criteria discussed above.
Gear, Lockett, and Muhlemann [96:181 summarize the advan-
tages that AHP has over the more traditional MAUT.

1. Instead of repeated questioning to eradicate "
inconsistencies in a mathematical sense, a simple R
measure of consistency is calculated and presented
to the decision maker. He can then choose to
attempt to improve his consistency or continue
with a degree of inconsistency.

2. The -9 to +2 ratio scale allows fuzzy variables
to be easily handled together with more closely
defined and gquantitative variables.

3. The algebraic methaod allows the calculation of
a set of weights in spite of the fact that the
- subjective answers imply a degree of
L' inconsistency.

- 4. The method naturally lends itself to self-use
= through an interactive computer package.

S. The same basic method may find application in

) outputs, and to generate subjective probability
= assignments for chance intermediate and final
y outcomes of each project.

b

< several areas related to the R%D portfolio selec-
tion problem. In particular, to aid the calcula- -
tion of the relative overall utility of project

k.

Ii 6. The method is very suited to use in group _

s decision-making situations, perhaps combined with R

[ some form of Delphi procedure (or nominal group

- process).

; To summarize to this peoint, given the lack of consensus

8 concerning optimum methods for solving R&D portfolio T

selection problems and the varied opinions voiced on the

validity of subjective estimates, it appears that our f%?
research effort must clearly address how we intend to deal
with subjective inputs and how best to minimize the effects

of biases and uncertainty. We do this by developing a

decision support methodology that structures the decision
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environment hierarchically, employs the analytic hierarchy
process for the elicitation of subjective preferences, and
describes the data and information requirements for sup-—
porting the decisions of the space technology advocate. The
next section investigates the literature dealing with deci-
sion support and how it can be used in R&D portfolio

eelection.

Decision Support Methodologies

The recent trend in the application of analytical
techniques to the RYD portfolio selection problem appears to
be away from decision models whereby the model purports to
give the "answer". Instead, the trend is towards the
development of decision information systems or decision
support systems. Baker [22:169] and Baker and Freeland
[23:1173]1 suggest three reasons for this trend. First, the
project selection/resource allocation models we have dis-
cussed above do not include all the important and relevant
aspects of the R&D environment. Second, the decision
problem is usually of the multicriteria type with the
typical approach to quantifying subjective preferences far
from satisfactory. Finally, the R%D process is highly
uncertain and unpredictable. Hence, the general managerial
attitude to the normative models is that they are useful for
the predictable activities but are totally inadequate for
modeling the uncertainties that are an inherent part of R&D.

This has 1led to the development of interactive, decision
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information or decision support, scenario generating
approaches that offer an alternative to the uncertainty in
the R%D decision process.

This section briefly discusses decision support in
terms of it being a distinctive concept and methodology for
developing computer-based decision aids [136Iviii]l and the
application of decision support to the R4D project selection
problem. In Chapter Six we discuss the proposed decision
support methodology in detail. However, the general philos-
ophy behind decision support is discussed below followed by
the identification of the various elements in a decision
support system.

Decision support is aimed at improving the decision
process with computer technology being the focal point.
Keen and Morton [134:1] identify three objectives of deci-
sion support. First, decision support is provided to assist
the manager in the decision process in semistructured tasks.

Second, decision support does just that; it supports, rather

than replaces, managerial judgment. Finally, decision
support is intended to improve the effectiveness of
decision making rather than its efficiency. In the context

af the R&D process the philaosophy of decision support is
that the manager is better equipped to define the problem
and toc handle the uncertain and subjective factors.
According to Liberatore and Titus [148:973]1 the attention
should be towards developing techniques that assist the

decision-making process rather than attempting to optimize.
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These techniques that assist the decision-making
process can be categorized into three general areas. First,
the decision support system must provide the decision maker
with access to the appropriate information, usually in the
form of a database. Second, the decision maker uses this
information in conjunction with one or more analytical tools
in order to gain further insight into his decision problem.
The analytical tool we use in our proposed methodology is
the AHP. The third element is the user interface. This can
be the most critical part of the decision support system
L1463 465 525 743 1615 1135 1365 1415 145; 159; 184; 243;
243].

The remainder of this thesis is directed at developing
a “user friendly" decision support methodology for space
technology advocacy which is acceptable to management and
which can serve as a useful vehicle for studying the com-
plexities of the problem from a management viewpoint. This
methodology, in fact, could be built into a highly interac-
tive decision support system that would be responsive to the

needs of space technology planners.
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III. Discussion of the MSSTP and TRUMP

Introduction

In December 1979 Lieutenant General Richard C. Henry,
Commander, Space Division, Air Force Systems Command,
directed a framework be developed from which to advocate
space technology issues. In 1981 this task was transferred
to the Technology Plans Directorate of the recently argan-
ized Space Technology Center (STC) at Albuquerque, New Mexi-
co. From these beginnings, the MSSTP (Military Space Sys-
tems Technology Plan) evolved.

The MSSTP was intended to be a “reference for planning
military technology programs.” It was developed to catalog
space related technology information, farecast future
threats and mission requirements, analyze technology needs
for the <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>